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**1.- INTRODUCCIÓN:**

Desde su nacimiento, la teoría de autómatas ha encontrado aplicación en muy diversos campos. Esto se debe a que resulta muy natural considerar, que tanto los autómatas como las máquinas secuenciales, son sistemas capaces de transmitir (procesar) información. Lo anterior en definitiva, es comparable con cualquier sistema existente de la naturaleza, que recibe señales de su entorno, reacciona ante ellas y emite así nuevas señales al ambiente que le rodea.

Algunos de los campos donde ha encontrado aplicación la teoría de autómatas son:

* Teoría de la comunicación.
* Teoría del control.
* Lógica de circuitos secuenciales.
* Reconocimiento de patrones.
* Fisiología del sistema nervioso.
* Traducción automática de lenguajes.

**2.- OBJETIVO (COMPETENCIA):**

El alumno se adentrara a lo que es un lenguaje en teoría de la computación así como conocerá los diferentes tipos de autómatas y como es que estos funcionan.

**3.- MARCO TEÓRICO:**

I.1. Maquinas de Información

En el pasado, la curiosidad de la mayoría de los hombres intelectuales estaba enfocada hacia la

transformación y la utilización de la energía. Pero con el advenimiento de las computadoras digitales su atención cambio hacia la utilización de la información.

Las máquinas de la información computadoras, teléfonos, etc. han jugado un rol importante en casi todas las facetas de la vida humana. La versatilidad de las computadoras modernas ha suscitado la siguiente pregunta acerca del poder de las máquinas de información actuales:

¿Cuáles, si existen son los límites en las tareas que estas máquinas pueden llevar a cabo?

Para entender las limitaciones de las máquinas de información, analizaremos 2 abstracciones principales de estos dispositivos:

* La máquina abstracta o autómata
* El lenguaje abstracto

I.2. La máquina abstracta o autómata

Un autómata desde el punto de vista técnico se define como un mecanismo que realiza procesos funciones u operaciones (ej. operaciones tecnológicas, procesos de mando de las industrias, etc.) sin participación directa del hombre.

Un autómata desde el punto de vista computacional puede verse cómo una caja negra que recibe una entrada y produce una salida. El autómata se dice que es finito ya que realiza un número finito de instrucciones y determina la salida, en ese momento el autómata termina su ejecución.

Existen 2 tipos de autómatas finitos: deterministas y no deterministas. La diferencia radica en que el determinista, dada la entrada, en cada paso sólo tiene una opción para continuar, mientras que el no determinista puede tener varias opciones. Para que la diferencia sea clara veamos los siguientes ejemplos:

**Ejemplo 1 Determinista:** Mireya le dice a Eduardo que va a tirar un volado, si cae sol, entonces ella gana y si cae águila ella pierde.

**Ejemplo 2 No Determinista:** Ahora Mireya le propone a Eduardo que si cae sol ella gana y si cae águila entonces hay dos opciones, que ella acepte que ha perdido o tira un nuevo volado con las mismas reglas.

Los autómatas son utilizados para modelar una gran variedad de sistemas prácticos que van desde los circuitos digitales, hasta el sistema nervioso humano, sistemas lógicos y funciones recursivas. Basándonos en los equipos actuales, un autómata programable se puede definir como un equipo electrónico el cual realiza la ejecución de un programa en forma cíclica.

I.3. Los lenguajes abstractos.

Un lenguaje abstracto es una colección de sentencias que satisfacen determinadas propiedades o reglas de construcción. Las sentencias son un conjunto finito de símbolos elegidos de un conjunto denominado el

alfabeto del lenguaje (Σ).

Los lenguajes abstractos se utilizan para modelar lenguajes de programación, subconjuntos simples

del lenguaje natural, y la secuencia de operaciones de las máquinas físicas. Un autómata puede ser usado para representar un lenguaje, si se considera la entrada como una cadena de caracteres de Σ .

I.3.1 Especificación de un lenguaje

• Un lenguaje L es un conjunto finito o infinito de cadenas tomadas de algún alfabeto (Σ).

• Si Σ es el conjunto de símbolos posibles, L⊆Σ\*

• Un alfabeto Σ es un conjunto finito de símbolos.

• Una cadena es una secuencia de símbolos s=s1s2...sn donde si∈Σ.

• Una cadena nula es aquella que tiene longitud igual a 0.

I.4. Relación entre los lenguajes abstractos y los autómatas

La relación entre los lenguajes abstractos y las máquinas se establece a través del estudio de 3 tipos de autómatas: Aceptadores, generadores y traductores.’

****

Un **aceptador de lenguaje** recibe de manera secuencial los símbolos de una cadena de entrada, respondiendo a cada símbolo con una señal binaria (que se muestra en la figura como un foco que cuando esta encendido representa a un 1 y apagado a un 0).

Los símbolos de entrada son elegidos a partir de un conjunto finito de símbolos conocido como el alfabeto de entrada de M. Se supone que M se inicializa en un estado predeterminado. La máquina M divide el conjunto de todas las posibles secuencias de símbolos en 2 clases:

 **Clase 1**: Aquellas sentencias a las cuales M responde con una señal binaria de 0 (o apagado).

 **Clase 2**: Aquellas cadenas o sentencias a las que M responde con un 1.

****

Cuándo se inicializa un **generador de lenguaje**, este empieza a generar una secuencia de símbolos de salida:

*r1r2r3...ri.rt*

*Esta* secuencia de símbolos es generada a partir de un conjunto denominado alfabeto de salida. **M** puede exhibir un comportamiento no determinista, es decir, generar diferentes secuencias cada vez que se inicializa. El lenguaje generado por **M** está formado por el conjunto de todas las secuencias diferentes que la máquina **M** pueda producir.

I.4.3 Traductores de lenguajes.

Un traductor M produce una sentencia *r1r2r3...ri...rt* a partir de una sentencia de entrada *st.....si.....s2s3s1,* como se muestra en la siguiente figura:



Este **traductor opera de manera determinista**, es decir traduce cada sentencia de un lenguaje de entrada en una sentencia específica de un lenguaje de salida.

Si *L* es el lenguaje de entrada de **M**, el conjunto de sentencias generadas por **M** a partir de *L* se le conoce como la **traducción de L por M**.

I.5. Cadenas y lenguajes

Los objetos matemáticos conocidos como ***cadenas*** son abstracciones de los objetos conocidos como

*palabras* y/o *sentencias*.

**Los lenguajes** son objetos definidos como un conjunto formado por cadenas.

**I.5.1 Cadenas y sus operaciones**

Un **alfabeto** es un conjunto finito de símbolos utilizados en la construcción de sentencias. Por ejemplo si tenemos una cadena ω de longitud *k* formada a partir de un alfabeto *V*, esto significa una secuencia de “*k*

símbolos en *V”* y se escribe como :

ω=*v1v2v3...vk vi*∈*V*

donde |ω|=*k*

La única cadena que no contiene símbolos se le conoce como cadena o palabra vacía y se denota por λ donde

|λ| =0

La ***operación fundamental en las cadenas*** es la concatenación:

m:WxW→W

La ***concatenación*** de las cadenas ω y ϕ es la secuencia de símbolos resultantes de “extender” o agregar la

secuencia de símbolos de ϕ, con la secuencia de símbolos de ω es decir:

m:(ω*,*ϕ)= *v1v2v3...vmu1u2u3...un*

La concatenación de ω y ϕ se denota como ω•ϕ

**Ejemplo:**

Sean *A*={c,cb}, *B*=(d,da} la concatenación de *A* y *B* está dada por:

*A*·*B*={*cd,cda,cbd,cbda*}

**I.5.2 Operaciones sobre los lenguajes.**

Un lenguaje *L* que pertenece a un alfabeto *V*, se denomina como un subconjunto de todas las posibles cadenas en *V.*

**Ejemplo:**

Sea *V*={a} un alfabeto de un solo símbolo, a partir de cual se pueden obtener algunos de los siguientes lenguajes:

*L1=*{ak| k≤70} *L2=*{ak| k≤3} *L3=*{ak| k≥0} *L4=*{ak| k=0}

**4.- DESCRIPCIÓN**

**A) PROCEDIMIENTO Y DURACIÓN DE LA PRÁCTICA:**

**Lea y comprenda la información anterior y con base en ella resuelva los siguientes problemas.**

**Ejercicio 1:**

Sean *A*={*a*} y *B*={0,1}, los conjuntos *A*\* y *B*\* están formados por: *A*\*={λ*,a,aa,aaa,aaaa,aaaaa,.......*} = {*ak| k*≥0}

*B*\*={λ*,*0,1,00,01,10,11,000,001,010,011,*.......*}

Sea *V={b}*, defina:

A) *L1* de tal manera que la longitud de las cadenas formadas sea mayor que 10 *L1={ }* B) El lenguaje *L2*, formado por las cadenas del tipo b5 *L2={ }* C) L3 que define a todas aquellas cadenas con longitud igual a 0. *L3={ }*

Sea *V={a,b,c}*, defina:

A) *L1* que contiene a las cadenas con el formato a3b3c3. *L1={ }*

B) El lenguaje *L2*, formado por las cadenas del tipo a2b5c. *L2={ }*

C) *L3* que define a todas aquellas cadenas del tipo a4c8. *L3={ }*

D) *L4* que define a todas aquellas cadenas del tipo aibjck donde i≥0, j≤.5, k=3. *L4={ }*

**Ejercicio 2:**

**.**

1. Sea *C={a,ab}*, *D=(c,bc}* la concatenación de *C* y *D* está dada por:

*CD*={ }

|  |  |
| --- | --- |
| 2. Sea *E={a,ab}*, la concatenación de *E3* está dada por: |  |
| *E3=A·A·A*={ |  | } |
| 3. Si la concatenación de los lenguajes *A* y *B* esta dada por:*A·B={aa,abc}* Cuáles son las cadenas que forman?*: A={ } y B={* | *}* |  |

4. Si la concatenación de los lenguajes *A* y *B* esta dada por:

*A·B={10,110,00,010} ¿*Cuáles son las cadenas que forman?*: A={ } y B={ }*

|  |  |  |
| --- | --- | --- |
| 5. | Cuál es la concatenación de los lenguajes: |  |
|  | *A={a,bc}, B={cd,ef} y C={b}* |
| 6. | *A.B.C.={* Sí *L*={10}. ¿Cuáles son los elementos del conjunto *L*\*?. | *}* |

*L*={ }

7. ¿Escriba 10 cadenas diferentes obtenidas a partir del lenguaje *L*={1(01)\*0}?

8. ¿Escriba 10 cadenas diferentes obtenidas a partir del lenguaje *L*={ab\*cd\*}?

**B) CÁLCULOS Y REPORTE:**

Entregar al maestro los resultados obtenidos de sus operaciones.

**C) RESULTADOS Y CONCLUSIONES:**

Al finalizar la practica, comparara sus resultados con los de sus compañeros y discutiremos en clase el porqué de ellos y dudas que surgieron a lo largo de la practica.

**5.- ANEXOS:**

* Introducción a la teoría de autómatas, lenguajes y computación.

Hopcroft, J. E.; Motwani, R.; Ullman, J. D.

* Introduction to the theory of computation, Michael Sipser, PWS Publishing Company, 1997